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SUCCESS FOLLOWS MANUFACTURERS WHO PLAN CAREFULLY, START

SMALL, AND DON’T ABANDON THEIR LEGACY APPLICATIONS.

BY MARTY WEIL, CONTRIBUTING EDITOR

e migration from legacy systems to client/server represents a significant chal-

lenge for most companies. It involves not only a change in technology, but a
change in business strategy. And while individual businesses may differ, the migration pro-
cess is relatively uniform across the manufacturing industries. It requires careful planning,
expert advice, and a fair amount of patience.

Before discussing the migration from legacy systems to client/server, it’s helpful to
be clear on what client/server means today. According to Hugh Ryan, director for archi-
tecture at Andersen Consulting, Chicago, client/server is a style of computing based
on messaging, A client sends a message to a server that asks the server to perform a
task. The server performs the task and returns the completed request to the client. The
most prevalent example of client/server in today’s society is the automatic teller
machine (ATM). The ATM acts as the client, and a distant mainframe acts as the server
that does the actual posting to the account.

“Distributing data and functionality can create enormous advantages: closer informa-
tion, faster processing, better tools,” says Ryan. “But greater speed and flexibility also
mean increased complexity. Distributed environments are more powerful, more flexible,
more dispersed, and more critical to the enterprise. This new complexity demands a new
approach to systems management.”

“Client/server provides easy, direct access to information from many different areas,”
adds Don Skarzenski, communications manager at Digital Equipment Corp., Maynard,
Mass. “This style of computing increases the ability to work in interdependent teams.
Decisions can be made faster and at the place where they have the greatest impact.

Client/server allows organizations to re-engineer their business processes and move
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the functionality, knowledge, and comput-
ing power into the hands of users, bringing
them closer to customers to meet their needs
quickly and accurately.”

Most experts agree that the move to
client/server is a decision based on business
requirements—not just on the availability of
technology. “The need for client/server
depends on what the organization hopes to
gain from a distributed, responsive work
environment,” says lan Finley, director of
applied technology at Marcam Corp.,
Atlanta, a supplier of open enterprise appli-
cations and services for manufacturing and
distribution companies. “The first step is to
identify the benefit to be achieved. The tech-
nology will flow from that benefit. For
instance, if the capability to analyze data bet-
ter is the benefit, then find applications that

meet that goal.”

THE ROAD TO CLIENT/ SERVER

The concept of client/server is quite simple,
but the migration from legacy systems to
client/server requires careful planning. There
are a number of key issues to be faced in imple-

menting client/server technology. According to
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we've got anything in stock that would
accomplish the repair. What is the length of
time it takes to do it? Are there any shut
downs that are coming where we can try to
do it ahead of time?” All these scheduling
kinds of things.

Another package might actually be con-
nected up with the supplier, to say, “This
thing looks like its starting to get sick. Can
you get me something and how fast can you
get it to me?” A work order would be cut. All
of this is done at the same time. In the mean-
time, another package is trying to figure out
in case it does go down, how do I gracefully

degrade around it so I can continue to run

“| PERSONALLY BELIEVE WE'RE

HEADED TOWARD AN EVEN

GREATER REVOLUTION THAN

THE DISTRIBUTED CONTROL

SYSTEM REVOLUTION.”

my plant in the absence of the knowledge
that comes out of this thing?

All of this is software that will work together
and it comes from taking a greater holistic view
of what's going on in these plants, and not just

strictly narrowing down to control.

® What technologies are mak-
@® ing this unified approach pos-
sible? What obstacles remain?

q @ Well, first of all I see Fisher-Rose-

@ mount in a very strong leadership
role. We're going to work very hard, and we
have been working very hard for that to hap-
pen. But in general, some of these trends that
have been discussed are really going to hap-
pen—a tremendous migration of intelligence
to the devices. And in addition, not just the

field devices we typically think of today like

valves and transmitters and analyzers and things like that, but also motors and motor

control centers. The pumps, the compressors, the pieces of equipment, the idea of actu-
ally thinking of those as an instrument as well as something that needs to be instru-
mented and understood more completely, that’s all going to happen.

You're going to see participation from beyond Fisher-Rosemount. The other Emer-
son divisions—the people in the solenoid valve business, in the motor and drive busi-

ness, they’re working with us as well to make a broader family. That again will tie into

this approach of everything working together, of having internal diagnostics, but there

will also be packages that sit on top that tell you more about the overall health, safety,
and operation of the plant.

So I'd say we are going to see smart motors and smart pumps; we are going to see that
technology taking off. We'll be installing networks, fieldbus-type networks as well as higher
order networks for communication purposes. The ability to explode in software packages—
there’s going to be more than just the operator or the control room, there’s going to be
maintenance shop’s software packages tied in, there’s going to be plant engineering soft-
ware packages that are tied together. Management will have a CRT on their desk that will
be able to get them better data than it does today. Those changes are all going to happen.

A tremendous amount of remote troubleshooting is on its way; there is some of that going
on now, but it’s going to get even more so. We today dial into our customers’ systems and
can sit here and troubleshoot. We've got some really interesting things built into the Delta
V system that will enable us to know exactly what’s going on if the customer wants us to
come inside and take a look at things. There’s a lot of self-awareness that goes on just within
the system. And I think this trend will definitely explode.

I personally believe we're headed toward an even greater revolution than the distributed
control system revolution. If you really think about it, there really was quite a change when
the first DCS came along. In the beginning a few people tried it, then some new projects
and lo and behold five, seven years later, that's the way you do it—and this is the same thing.
I think we’re going to go through that again and probably it will happen a little quicker. But
over time we’ll reach a point and say “why did we ever do it the old way?” I really do think

that that’s the case and we intend to be the leader in that change.

@ Do you see Fisher-Rosemount carving its niche into history, the same
@ way the distributed control system did? Basically, the DCS revolution-
ized the way things are done, and it made its mark in history with such systems
as |A series from Foxboro and the Honeywell TDC 2000. Is that what you see, or

not so dramatic?

q @ Yes, actually, someday when we're all retired to our condos, wherever we retire,

@ there will be some grand call for all us old-timers to come back to an ISA show
somewhere. What I really want to have happen is when the people in the industry get
together and look back, they say “Fisher-Rosemount really made this change happen,” and
we are acknowledged for providing leadership and direction and making a lot of the change
happen. I'd like to have that, and if that sounds too lofty well okay, but that’s really the goal.
It isn’t only a financial goal, it’s really recognizing this trend and doing something about it,

making it happen. S
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